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1."Which one of the following statements is false:
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2. Which one of the following statements is false?

T o

A statistically significant result is not always practically significant.

A non-significant hypothesis test does not mean that the null
hypothesis is true.

Large positive t-test statistics lead to small P-values for two-tailed
tests.

A small P-value from a hypothesis test may result from a very large
sample, and the results may be of no practical significance.

A ailed t-test should be used when the idea for doing the test
came about as a result of looking at the data.

In hypothesis testing, statistical significance does not imply practical
significance.

In a hypothesis test for no difference between two means, a very
small P-value indicates a errence in the means.

In hypothesis testing, a flon-significant test result does not imply
that Ho is true.

In hypothesis testing, large samples can lead to small P-values
without the results having any practical significance.

In a hypothesis test for no difference between two means, a two-
sided test should be used when the idea of doing the test has bee
triggered as a result of looking at the data.

I Which one of the following statements is false?

T O
T (2

T (3)

F®

(5)

Tests of hypotheses can only deal with random errors and sampling
variation. They are ineffective when confronted with data that has
systematic bias

The targer the P-value, the weaker the evidence against Ho.

A two-sided test of Ho: parameter = hypothesised value has P-value
greater than 0.05 if the hypothesised value lies within a 95%
confidence interval for the parameter.

An extremely small P-value means that the-eetwat effect differs
smackedhy from that claimed in the null hypothesis. J; 2~y C.T
The larger the test statistic, |to], for a two-sided test, the smaller
the P-value will be.
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Questions 4— to 9 refer to the following situation:

The weight gain of women during pregnancy has an important effect on the
birth weight of their children. In a study conducted in three countries, weight

gains_(in kﬁnz of women during the last three months of pregnancy were
measured. The results are summarised in the following table.

Country n @ Sx
Egypt (E) i A ; 1.83
\ Kenya (K) | 11 3.29 0.851 \
&% Mexico (M) 11 2.9 ;

A. We wish to determine the of the
between Egyptian and Kenyan women.
non-Norma € most appropriate procedure to
use here is (select one only):

gronhity 5 ‘9
(1) a COHfidenceAerval based on the paired t-test\D p’ j“t /A:

(2) a two-independent sample propb@on t-test.

@ a confidencqﬁerval based on the two-independent sample t-test.

a confidencqyﬁ:arval based on the F-test.
(5) a confidenceyipkerval based on the Chi-square test.

5: Suppose a two-independent sample t-test is appropriate here for testing
Ho: pe — uk = 0, against H:: e — px # 0. Then the value of the degrees of
freedom, df, is (select one only):

[ oarrn st S =

1) 21 20
@ 10 df=min(ny-\ l"\l.‘n(S) 22
el & = wmin (W=, 11-1)
:V\nir\(\o,\o)
:\0'.

;é. Suppose the P-value for the test in Question &° is it is not).
[}

Which one of the following statements is coprect?

(f (1)’ The data provides vévidence agajnst Ho.

(2) The data provides stighg evidence that Ho is true. W ’J-\-
(3) The data providé'évidence that Ho is true.

(4) The data provide!%vidence in favour of Hs.

(5) The data provides !ﬂéng evidence that Hi is true.
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When calculating a 95% confidence interval for u. - y,, the yalye of the

t-multiplier obtained from a Student’s_t-table i Ihs_g;gndard

0.6085)then the margin of error for the 95%
m

confidence interval Is:
0.6085 el X {‘Xl-l'!a‘)

(1) (4.55 - 3.29) + 2.2281 x

J11
0.6085 9t!
(2) 22281 x 27 Mt
— (3) (3.29 - 4.55) % 2.2281 x 0.6085 + -— )
0.6085 T tx ”*bce"\‘*

(4) (3.29 - 4.55) + 2.2281 x

Vi1

@ + 2.2281 x 0.6085 — + 2299\« , 60y

erage weight gain in

iterences

EA——)

Jgvongs!

(1) a confidence interval for the highest-lowest average weight gain:
Mhigh — Hiow.

(2)) an F-test for Ho: Ue = Uk = Um.

) a paired t-test for Ho: pairr = 0, where pdirr = Uhigh — Hiow.

(4) three paired t-tests.

(5) a Tukey interval for the highest-lowest average weight gain:
Hhigh — Hlow-

We wish to perform an F-test for the weight gain data. The appropriate
degrees of freedom are (select one only):

@ df, = 2 and df; = 30 o€ =3-\ =1

(2) dfi =3 and dfz = 33

(3) dfi =33 and dfz = 3 ol-(‘\,,l'”‘; =30

(4) dfi=30anddf: =2
(5) dfi=2anddf, =33
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Questions 10 to 13 refer to the following information.

HDL cholesterol is known as the “good cholesterol” as it is associated with lower
risks of problems like heart disease, The following data were collected on men

working in New Zealand companies. bl oA WLHQ’
The men were divided.intg exercise groups by the amount of exercise they

reported M e classified as lowe dium, and mast. Sixty
men were ] %h exer, isqrrgE roup nd their HDL
cholesterol level-was measured,

ok oA 7% lele

g the data follow./

carlt Boxplot of HDL by EXER ‘urM ’
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Figure 3: Box plot of HDL by exercise level.
Descriptives
95% Confidence Interval for Mean
N Mean | Std. Deviation Std. Error Lower Bound Upper Bound Minimum = Maximum
lowest 60 1.1998 .1926
: b =5 ‘_27 ﬁ‘ e
medium 60 | 1.1497 %.2301 E L i:__ c -2 <7 -
most 60 | 1.2008 o6 19246 B -
== o1 7 ,
Total 180
T =) ©
O(J' , 3=\ % 1. v
ANOVA ¥ u.
Sum of Squares Mean Square 3‘ I
Between Groups .7013 / 3507
Within Groups 6.7632 0382 -P, =, 907
Total 7.4645 a—
Table 3: SPYS output for the cholesterol data. .03®%
= 9.8)

Q{@L:\GO ""3 = |‘71
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‘0- Which one of the following statements about the F-test shown in Table 3

is false?

(2)

(3)

(4)

(5)

@

1<

The outside values in the lowest and most groups show that the
Normality assumption of the F-test is violated. 4 yo

The alternative hypothesis states that at least one of the exercise
groups has a different underlying mean HDL level from another.

The differences in the sample standard deviations of the lowest,
medium and most g&ercise groups do not affect the validity of the

F-test in practic LL )

The box plots in Figure 3 give us no information on the
independence of the exercise groups.

The null hypothesis states that the underlying mean HDL level is
the same for each exercise group.

g X7 13023
| AL
| u- The values for the degrees of freedo nd at the top of Table 3
are:
dfi=2, dfy=177 L ' deX dfr=177
dfi=2, df:=1%8 . 5 \ dfl%‘ dh=176
dfi=2, df,=39

nf‘ The value of the F-test statistic, fo, at the top of Table 3 is nearest to:

(1)

©

9.643 L3350} o)“)\ 0.104

10.643 — 0.109

9.181 L) b 1 *Q\

B »  Which one of the following statements is the best interpretation of the P-
value in the analysis of variance for HDL shown in Table 3?

o

(2)

>3)

There |s)ﬁ evidence that all of the exercise groups have different
underlying mean HDL cholesterol levels.

There is extrgfmely strong evidence that at IM% ‘t{we exercise
groups has a different underlying mean HDL cholesterol level from
another.

There is evidence that any of the exercise groups h ve different
underlying mean HDL cholesterol levels.

There is extrv?ely strong evidence thdt all he e erc:se groups
have different underlying mean HDL ¢ erol levels.

There is sc)Qe evidence that at least one of the exercise groups has
a different underlying mean HDL cholesterol level from another.
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Question lﬁi- refers to the following additional information.

A medical study was carried out to test the effectiveness of a new sleeping
drug. It was hoped that the drug would be suitable for the New Zealand
market. Ten people who had recently been diagnosed with having a particular
type of sleeping disorder were used as subjects in the study. They were all
given the drug on one night and then, on the next night, they were all given a
placebo. The subjects could not tell beforehand, and nor were they told, which
was the drug and which was the placebo. On each of the two nights, each

subject was measured for the number of hours of sl

below.

. The results are shown

Hours of Sleep
Patient | Drug Placebo ||Difference .

1 6.1 5.2 0.9 O\W’QA

2 7.0 7.9 -0.9 ?

3 8.2 3.9 4.3 dp(k O\

4 7.6 4.7 2.9

5 6.5 5.3 12

6 8.4 4.1 3.0

7 6.9 4.2 2.7

8 6.7 6.1 0.6 Q\\o\\rl

9 7.4 3.8 3.6

10 5.8 6:3 -0.5

__ o\\MM

Patient Rlacte Difference
Sample Mean 1.78
Sample Std. Dev. 1.77

To determine the efficacy of the drug, the researcher wanted to see if there
was a difference between the average number of hours of sleep when the drug
is taken and the average number of hours of sleep when the placebo is taken.

’41. An appropriatertest to perform is a:
PairWZest on the differences.

©

(2)
(3)
(4)
(5)

Two saMe t-test if plots of the two samples are not severely non-
Normal.

t-test on theWé’ences if a plot of the differences displays ere
non-Normality.=—% (A LD Aot PMG\W?C *@,, ;HM
Two Mle t-test on the two samples if plots of the two samples

are severe n-Normal.

F—test)<the differences.

4y



15. Which one of the following statements about paired data is false?
(1) For paired data, we analyse the differences.
T(Z) Pairing is beneficial when the variability within pairs is small
compared with the variability between pairs.
T (3) The one sample t-test can be used to analyse the differences in
paired data.

F Pairing canamet be used in observational studies.

(5) The carryover effect occurs when the first treatment alters the effect
T of the second treatment.

Questions 16 and 17 refer to the following information.

Printed gn eVery packet of “Yummo” corn chips is a weight of 50g) A CONSUMEY
collectackets of “Yummo” corn chips and finds a_mean weight of 148.5g 'y,
and a standard deviation of 2.1g. § T

16. The customer wishes to test Ho: py = 150 versus Hi: i # 1};!({ The standard
error The value of the t-test statistic, to, and the
degrees of freedom df, to be used are given by:

-4.95, df = 47 A==\ =ud-\=ud

to =

to = 4.95, df =47
~B) to = -4.95, =4 \
“y  to = -4.95, df=-d49= = e‘r\--—\ﬂjg e
T to =4.95, df=—4g St o

= —'Y-""/V\o

{Sdi) )
=\l S—=190) _ _..

Tl Q—ﬂzﬁ

a0)

17. Suppose the etstomer finds that the p-value for the above test (it
is not). The nterpretation of this test would be: WRSK @, 0’3‘
F \y( With a p-value of 0.07 there is sp(e evidence against the nullodb \

hypothesis. w .
T (2) With a p-value of 0.07 there is weal evidence again\tjz{e null

hypothesis.
T (3)\ With a p-value of 0.07 there is we@h/evidence again e {iull

hypothesis that the mean wei
t W With a p-value of 0.07 there is s?(e evidence agains e null

hypothesis that the n weight of Yumm@é chips is 150g.
‘P (5) With a p-value of{.07fbYthere is w evidence against \%‘null
hypothesis that the weii° of Yummo chips is 150g.
0

X
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Questions |’%to‘£,§ refer to the following information.

As part of a study to compare the physical education programs at two
Canadian schools, running times (in seconds) over a set distance were
recorded for two independent samples of sixth grade students taken from each
school. (Data source courtesy of Chance Encounters).

Boxplots of Glooscap and Coldbroo

(means are indicated by solid circles)

157 ™
14 o A
137 /
12 £
o \
: -
Glooscap Coldbroo
Group Statistics
Std.  Error
schcode N Mean Std. Deviation Mean
runtime Glooscap | 12 WA, 13.3125 %y | 99133 J, 28617
Coldbrook o
o 13 AL 12.2285 L!: .99018 J" 27463
Independent Samples Test
Levene's Test for
Equality of Variances t-test for Equality of Means
Sig. Mean Std. Error | 95% Confidence Interval
F Sig. t df (2-tailed) | Difference | Difference of the Difference
Lower Upper
runtime  JEquakvarianess
W Avidie) e le ) 23 w2 1.08404- |- .39661 o 1:90449~
Equal variances d‘t P val &4"{1—
not assumed @ 22.836 | 012 | 1.08404 @ 26322 ) 190485
7 ) /] 957 I
&= T0%eon7.39 N (X,~-K2)

schools the null and alternative hypotheses would be:
versus H,;: y, - p@O
versus H, =pr=p3 +0
versus H,: u,-u, #0
Versus H, :«ppepe =0

RO

Hy:ipy -, =0
Hy =pr=p3 =0

Hﬂ,:,u:-)gGE
0- 2

Hy s=Pp=ps > 0

=0
=0

versus H,

41
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1. Which one of the following is false?
"‘\"' (1) There are no gross outliers in the data.

(2) The running times for Glooscap are on average, greater than the
T running times for Coldbrook.

T (3) Two-sample t-tests are, in general, more robust to non-Normal
features than the one sample t-test. v\ 7 = \1_,\-\5 yB.Y

: @ The data taken from Glooscap and Coldbrook show se ely non-
normal features. \

T (5) The range of running times for Glooscap is slightly more than the
range of running times for Coldbrook.

L“: The best interpretation for this test is: P'M .0\ =\-1 ,¢

(1) With a p-value of b(i there is ﬂ evidence against the null
hypothesis.

(2) With a p-value of 0.@)4 there isx evidence against the null
hypothesis that there is a difference in the mean running times.

(3) With a p-value of 1.2% there is w evidence against the null
hypothesis that there is no difference in the mean running times.

(4)) With a p-value of 0.0{#there is str evidence against the null
hypothesis that there is no difference in the mean running times.

(5) With a p-value of 0.0v/chere is WN< evidence against the null
hypothesis that there is no difference in the mean running times

=

‘ . \. The 95% confidence interval for the difference between the true mean
running times is given |SPSS output above. Which one of the

following interpretations i 9574 CX: [ L‘ \- 903

(1) With a prob®Rility of 0.95, the true difference ie

between 0.26 and 1.91. ?0* J [
‘: (2) In repeated sampling the 95% conﬂdence interv W|1I

contain the true difference in means in 95% of the samples taken.

With 95% confidence, we estimate that the trugfprbportioq prwill \

be somewhere between 0.26 Iyé‘ and 1.90 W [ D3) w‘

(4) ]| With 95% confidence, we estimate that the true mcan running time
T from Glooscap (1 is somewhere between 0.26 and 1.90 larger than

the true mean running time from Coldbrook . \ 08
v (5) With 95% confidence the true mean from Glg cap /J1 is
larger than the true mean from Coldbrook po. w )}

oV q 3L.
I Fﬂ. \ ,,.JWL'(‘L"" |"N‘¢u

) ug =164
°L\6 \Fog 199 vin- > |64/ = 8L




Questions 22 and 2- refer to the following information.

Factor V is a protein involved in the forming of blood clots. The higher the level
of factor V, the faster the blood clots. The Auckland Blood Transfusion Service
is interested in the effects of sterilisation of blood plasma because factor V is
known to be unstable and may break down during sterilisation. The table below
gives measured levels of factor V in blood samples from 16 blood donors. Both
pre- and post-sterilisation measurements are given for each bl

Donor

f

1.3

d
Pre- Post- °
Number | Sterilisation Sterilisation
o —
1073 916
1064 1030 .
967 923 '
849 892 #
810 628 ;
855 759 .
1047 828 2
1008 784
957 809 ‘\\
829 773 0~
821 786 ()Jr‘ o~
1257 1106 (}3
1095 832 .
1098 863
932 783 m
1440 869

14
15
16

\’ﬁtor V and Blood Sterilisation

Sample mean Standard deviation Sample size

%iﬂ‘erence (Pre-Post)Zé‘Rﬂs%ssz JAiff:140.132

Woliges16

_—

Summary Statistics

227 . Which one of the following statements gives the correct hypotheses for

this test?

FW* (1) Ho: all of the y’'s are equal

Hi: none of the u’s are equal X O(W\ M

k_.tu{uf"Z) > pi-p2=0
. Nr# Ui—paz0

]
T (3) Ho:  pdifrr — Mdirz = 0

Hi:  udifrt = Maifez # 0
Ho:  pairr =0
Hi: pairr# 0
Fo,(5) Ho: p=0
't‘ * 1. p=0

s

ponre!

-/ g L35~
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2'5 The t-test statistic for testing whether there is any evidence of an effect
of sterilisation is given by:

Pk

15

XPost — X Pre

se ()?Post + )?Pre)

X Post _ X Pre

se ()_( Post ) s€ ()7 Pre )

s Kdft 0_

¥ aef)

(1) — (4)
se (Xdiff)
X
(2) - diff - B
s€ (XPost - XPre) ( )
(3) Xou ~ X o= Y-l vel
se€ (XPost - XPre) u/
For an F-test to be valid, which of the assumptions listed below are
required?
I The samples are independent.

a

(3)

II W The underlying means (i.e. the population means) are equal.

III

H, !

e underlying level of variability is the same for each of the

groups.

IV~ The sample sizes are equal.
V \]he underlying distribution of each group is Normal.

II, IIT and V (4)
I, III and V , (5)
II, III and IV

I, ITand V
I, IVand V

Which one of the following statements gives the correct hypotheses for
an F-test?

E 3(2) 3 %

Ho:
Hi:
Ho:
Hs.
Ho:
Fh:
Ho:
Hi:
Ho:
Hi:

all of the y's are equal §
none of the u's are equal4tpoFor |
not all of the u's are equa‘lj
all of the y's are equal
all of the u's are equal
at !east one of the u's is different

of the y's are equal
sopue of the 4's are equed b
seme of the u's are equal
not all of the u's are equal
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Questions 26 to 23 referto the following jnformation.

A certain drug was claimed to have a side effect of increasing the heart beat
rate. An experiment was performed on ats. The number of heartbeats was
recorded over a fixed time period immediately before and immediately after

each rat received the drug. The data is given below. pgived A analvle O\i{‘fd‘m
2% It would be inappropriate to use a two independent sample t-tegt to
test the hypothesis that pafter - tbefore = 0 mainly because the:

—.QQ Population standard deviations are unknown.
Sample sizes are small.
Data are related.

- _...0
Sampl e ind dent. =gt L vl - % £F
\@ Pzgl?ai?oirmeanzp::e inknown. {o""’ Tt é% m

1. The value of the t-test statistic, to test the hypothesis that pdirr = O,

is:

(1) )_(?Eer _ Ybifore (4) )_(a_l’ter — )-(_b_efore
se (xafter s€ (Xbefore) s€e (Xa&er + Xbefore)

X X,

(2 S -= (5) )
se (xafter - Xbefore) SE (Xdlff)

(3) )_(after — S(Mbefore i . ZS
se (x

Paired Samples Test

after _)T'before) & . ‘
AEE [ 2

| Paired Differences
St Std. Error | 95% Confidence Interval Sig.
Mi Deyiali M f the Difft df 2-tailed
! iil e@n ean ’Lc?were i er?;:ser} t ol ( Pa‘l" e\)‘A
Pair 1 _{after - beforg? |{ -69.25 14.60 7 516) -81.46 | -57.04 -13.42 ) |7 .000
o e LU, L oHshe)
3. The best description for'flfe paired test on {ﬁé heartbeats of the rats
would be:
With 95% confidence we estimate that on average the heartbeats
of the rats is 69.25 beats \

(2) With 95% confidence we estimate that on average the heartbeat of ; .
the rats before taking the drug was between 57.04 and 81.46

beats lower than the heartbeat of the rats after taking the drug.
@ With 95% confidence we estimate that on average the heartbeat of

the rats bgfore taking the drug was between 57.04 and 81.46
beats_higher than the heartbeat of the rats after taking the drug.
With 95% confidence we estimate that the difference in the rats
was between 57.04 and 81.46 heartbeats.

(5) With 95% confidence we estimate that on average the heartbeat of,

the rats after taking the drug was between 57.04 and 81.46 beat
higher than the heartbeat of the rats before taking the drug.

e ——

45



Questions 29 and 30 refer to the following information.

It has already been established that increased reproduction decreases longevity
of female fruitflies. Therefore, an experiment was designed to test whether
increased reproduction also reduces longevity for male fruitflies. Longevity is the
life span (i.e. how long they live). Each male fruitfly was randomly assigned to
one of five groups. There were twenty-five male fruitflies in each group. This
is the variable GP.

The five groups are:

GP1: Male forced to live alone
GP2 Male lives with one receptive female, i.e. the female is willing to
mate.

GP3 Male lives with one non-receptive female.

GP4 Male lives with 8 non-receptive females.

GP5 Male lives with 8 receptive females.

ANOVA
Sum of Squares df Mean Square F Sig.

BetweenGroups  11939.28 WMB__“_ 2984-82_-ﬂ_u o0
oo oesmee | Q) | "Dwus &) 000 | 0000

Total 38252.80

29. The degrees of freedom for the test statistic, fo, for this F-test are:
D) dfims, =125

@df1=4, dfz = 120 OlG:J-_\=+

tfi = 120, -df-=4~

4) dfi=4, d=—t24 Ou;_‘ lLy-3 =1
ytifrt25, ~Ciir=b

30. The value of the test statistic, fo, for this F-test is:
(1) 79.20
(2) 654,500

@; 13.61 R - 2934 -8

0.073S5 _
(5) 0.4537 219-2.9
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