Practice Questions

1. Suppose the hypothesis test Ho: v = 100 versus Hi: uy = 100 obtained a
P-value = 0.001. Which of the following statements s tru

The P-value is very small, therefore Hp geglse. e
We would reject Hp at the 1% level of siificance.?mw@@k
A 95% confidence interval for : e value 100.

ﬁ? (4) A 99% confidence interval for ;'fo'f the hypothesised value.g
v (5) We will accept that Ho is true.

‘ﬁ? e\ 0wt ¢ ; vel< .03
2. In order to study th ?armful effects of DDT poisoning, the pesticide was
fed to _6_ randomly chosen rats out of a group of 12 rats. The other §
unpoisoned rats comprised of the control group. The following data gives
measurements of the amount of tremor detected in the bodies of each rat
after the experiment. The more tremor, the more harmful.

/Poisoned group: 12.207, 16.869, 25.050, 22.429, 8.456, 20.589
.Control group: 11.074, 12.064, 9.351, 6.642, 9.686, 8.182

“§; ) &éf

We wish to test

Versus
Versus
Versus

VEersus

VErsus

3. Which one of the following statements about the one-way analysis of
variance F-test is false

= PN
T (1) The evidente of dingnces between the true group means comes
from comparing the yariability between group means with the
variability within the groupss, & b% Q%ﬂz 3%%2‘;

T

It should only be used when comparing independent samples.
It provides partial protection against muitiple comparisons.
The null hypothesis is that all the truaig?oup means are the same.




4. Does too much sleep impair intellectual performance? Taub et al. (197
examined this commonly held belief by comparing the performance o
subjects on the mornmgs following (1 ' sleep and (2

”. In the morning they were given a number of

. lity to thlnk qwckly and clearly. One test was for vigilance where

the lower the score, the more vigilant the subject. The following data was

collected:

Subject
Normal Sleep
Extended Sleep ||

To see if the data supports the view that too much sleep can be bad for
you, we would test which of the following hypotheses?

7= 0 versus

=Xo= =0  versus
(3) Ho TR TR 0 versus

2, = 0 versus

Hy ! Uy =0  versus

. upposébthat a 9‘?52 conﬂdence mtgi\}al for tl’éﬁcﬁ‘erence in true mean
HOSP.RATE level between the small cars and medium cars, Usmall — UMedium,
is given by (-0. .9)4 Which ong of the following statements is true’?ﬂg

? (1) There |s,p agmﬂca%t drfferen%exbet&een the true means at the 5%
op X
? (2) There ?\%’mgmﬁcant difference between the sakrg gneans at the
5% level

than the mean HOSP.RATE for medium cars.
the mean HOSP.RATE for med/umcar

? (3) It is likely that mean HOSP.RATE for small cars is much smaller
With 95% confidence the true mean HOSP.RATE for small cars is
somewhere between 0.05 units smaller and 0.9 units bigger than

(5) e difference between the samp ?E'\egns will be out&de%
gf@,@@“r terval 5% of the time.

6. Analysis of variance (ANOVA) is (select one only):

an overall test of no difference between sa%le varwes.
an F-test of no difference between population means.

an overall test of no difference between population var%ces.
4 an F-test for the equality of population variqxees.
%@ an F-test of no difference between sa%le means.
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7. Which one of the following statements about significance tests is false?
Y (1) Formal tests can help determine whether effects we see in our data
may just be due to sampling error.

T (2) A test statistic is a measure of discrepancy between what we see in
our data and what we would expect to see if Ho was true.

T 3) The P-value says nothing about the size of an effect.
F The data should be carefully examined in order to determine
whether the alternative hypothesis neegds to be one-sided or two-
sided. -H_.,gf o heoVv. JH
(5) The P-value dggcribes the strength of evidence against the null
T hypothesis.

8. Which one of the following statements i

? (1) A two-sided test of Ho: paramete = yothesised value has P-value
less than 0.05 if the hypothesised value lies wiklade a 95%

confidence interval for the paramegter. our
‘: (2) The larger the P-value, the:& fhe evidence against Ho.

(3) The larger the test statistic, |to]|, for a two-sided test, the leeger the

F —  P-value will be. o
-‘. Tests of hypotheses can only deal with random errors and sampli
\ / variation. They apé ineffective when confronted with data“that has
; systematic b'&@;/éﬂ'ol, wr frmada® Cale. Ul G,
(5)

An extremely small P-value means that the actual effect differs
markedly from that claimed in the null hypothesis.

!

9. Which one of the following statements abotjt hypothesis testing is false?

The larger the P-value, the stremger the evidence against the null
hypothesis.

T (2) The P-value is the probability that, if the null hypothesis were true,
sampling variation would produce an estimate that is further away
from the hypothesised value than our data estimate.

(3) We cannot establish an hypothesised value for a parameter, we can
only determine whether there is evidence to reject a hypothesised
value.

= (4) Ho is typically a sceptical reaction to a research hypothesis.
(5) The P-value measures the strength of evidence against the null
T hypothesis.
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Before conducting formal tests, one should look at plots of the data.
Which one of the following statements is false?

(1) Plots may highlight strange or interesting features of the data
which cannot be seen in a formal test.

(2) Summaries of the important features of the data can often be
obtained from looking at plots.

(3) Plots are used to check the validity of the assumptions for the
formal tests.

(4) ) Inferences, i.e. conclusions about the population, drawn from plots
do P& need to be verified by formal tests.

(5) Additional points of interest are often suggested by plots.

Jobservations of the relative return of over-the-counter stocks
t in the week of the 9t to the 13% of May, 1994 are given below.

-0.2940 -0.1092 -0.1053 -0.0707 -0.0563
-0.0541  -0.0423 -0.0398 -0.0396 -0.0390
-0.0381  -0.0323 -0.0221 -0.0169 -0.0139
-0.0081 0.0038 0.0057 0.0156 0.0172
0.0182 0.0192 0.0423 0.0459 0.0476
0.0667 0.0714 0.0780 0.1176 0.1224
Note: X = -0.01030 and s = 0.0786

Investors would like tg.
market performance/

(1) The P-value for testing H, : y=0 versus H, : u #0 is larger than
o
0.05.

(2) } There ispevidence, at the 5% level, to believe that the mean return
is different from zero.

(3) A 99% confidence interval for the mean return would be wider than
the 95% confidence interval.

(4) Itis plausible that the mean relative return is zero.
(5) An estimate of the mean relative return is —=0.010303Y
e e

S

&

L T P-m 2., 0S8
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Which one of the following statements is true?
(1) A small P-value provides evidence of the of an effect.

Practical significance depends on the size of the effect.

Statistical significance is the same as practical signiﬁcance.m N
T

13.

T

A small P-value providesx evidence against Ho.

(5) A confidence interval estimates thedfgh of an effect. (O\f'
Q9

Which one of the following statements about t-tests is false?

(1) t-tests may not be valid if there are outliers present and the
sample is not large.

In general, t-tests are )( robust against the Normality
assumption.

(4) t-tests will generally work well for any large sample.
t-tests may not be valid if the data are clearly skewed and the

T @ t-tests may not be valid when the data show clustering.

(5)
T sample is not large.

Question 14 refers to the following information.

v~
The heights (in cm) of the carapaces (shells) of a sample of@é;aaihted turtles
were recorded. Shown below is a stem-and-leaf plot of this data set.

14,

Units: 3|5 = 35cm

3| 55778888999
4] 0000111222344

4 | 55566789
50111113
5567

6| 01233
67

Figure: Stem-and-leaf plot of carapace height of painted turtles.

Based on this sample of size 48, a 95% confidence interval for the
underlylng mean carapace height of all palnted turtles is 44.0cm to

A.feoxuc.e:)




Questions 15 to 20 refer to the following situation:

The weight gain of women during pregnancy has an important effect on the
birth weight of their children. In a study conducted in three countries, weight
gains (in kg) of women during the last three months of pregnancy were
measured. The results are summarised in the following table.

Country n X Sx
Egypt (E) 11 4,55 1.83
Kenya (K) 11 3.29 0.851
Mexico (M)

15. We wish to determine th
between Egyptian and Kenyad
non-Normal featurés _When p

f tH

ifference i

SNOWS no
cedure

a confideninterval based on the pair f-test.
a two—indendent sample proﬁrtion test.

a conﬁdengyﬁnterval based on the two-independent sapAple t-test.
a conﬁdenc\%nterval based on the paﬁd sign test.

a confidenc\?ﬁterval based on the Mannxmtney test.

16. Suppose a two-independent sample t-test is appropriate here for testing
Ho: ue - px = 0, against Hz: pe — px # 0. Then the value of the degrees of
freedom, df, is (select one only):

21 (4) 20
10 (5) 22
11

46 (i -1 o
zyie L= W)
i~ \0)V0) =10

17. Suppose the P-value for the test in Question 16 ,
Which one of the following statements is correct? ™

)

The data provides ijevidence against Ho.
The data provides st%g evidence that Hp is true.
(3) The data provides-gVidence that Ho is true.
(4) The data provideswg/idence in favour of H;.
(5) The data provides i%ng evidence that Hi is true.
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18. When calculating a 95% confidence interval for yu

t-multiplier.obtained from.a Student’s t-table is
errory”s

e value of the
J The standard

0.6085
1 4,55 -3.29) £ 2.2281 x
(1) ( ) NE

0.6085

2 + 2.2281 X
(2) NiE)
(3)  (3.29 - 4.55) + 2.2281 x 0.6085

0.6085
4 3.29 - 4,55) + 2.2281 x
4« ) it 4

Y +2.2281 x 0.6085

19. We wish to determine if there are differences in average weight gain in
any of the three countries. The most appropriate procedure to use here
is (select one only):

(1) a confidence interval for the highest-lowest average weight gain:

Hhigh — Hiow.

an F-test for Ho: pe = ux = Um.

a paired t-test for Ho: pdirr = 0, where pdifr = Uhigh — Hiow.

(4) three paired t-tests.

(5) a Tukey interval for the highest-lowest average weight gain:
HMhigh — Hiow.

20. We wish to perform an F-test for the weight gain data. The appropriate
dgrees of freedom are (select one only):

) dfi =2 and df; = 30
1 df =Aand df; =83
df, =93 and dfs =3
W dfi =J0and df =
(5) dfi=2anddf;=3p
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Questions 21 to 24 refer to the following information.

HDL cholesterol is known as the “good cholesterol” as it is associated with
lower risks of problems like heart disease. The following data were collected on
men working in New Zealand companies.

The men were d|v1ded mto exerasegrou S, by the amount of exercise they w@%

~Nat” | g0

1 exercise

level wasmeasured
Box plots and some SPSS output analysing the data follow.

Boxplot of HDL by EXERCISE

o _|
= L
- :
N
-
I 1
]
0 _| :
o % !
| T |
lowest medium most
i
7-\ = Exercise

-\ *

Figure 3: Box plot of HDL by exercise level.

Analysis of3Var1ance for HDL

Source SS MS
EXERCISE 0.7013 0.3507 &
Error 6.7632 0.0382&
Total 7. 4645 I _
n sample mean sample std dev
lowest 60 1.1998 0.1926
medium 60 1.1497
most 60 1.2998

Table 3: SPSS outpul
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Which one of the following statements about the F-test shown in Table 3

Ise?
@ The outside values in the lowest and most groups show thit the
Normality assumption of the F-test is violated. ““d 4\80

(2) The alternative hypothesis states that at least one of the exercise
groups has a different underlying mean HDL level from another.

(3) The differences in the sample standard deviations of the lowest,
medium and most exercise groups do not affect the validity of the
F-test in practice. |.1. < 7

(4) The box plots in Figure 3 give us no information on the
independence of the exercise groups.

(5) The null hypothesis states that the underlying mean HDL level is
the same for each exercise group.

22. The values for the degrees of freedom, dfi and df,, at the top of Table 3

are.
@ dfi=2, dfa=177 Ao (If2=177
B dfi=2, dfr=t7E el i B lrer P

=29 dfi=2, =55

23. The value of the F-test statistic, fu, at the top of Table 3 is nearest to:
(1) 9.643 (4) 0.104
(2) 10.643 (5) 0.109
@ 9.181

24. Which one of the following statements is the best interpretation of the P-
value in the analysis of variance for HDL shown in Table 37

*)Q There is)(evidence that all of the exercise groups have different
' underlying mean HDL cholesterol levels.

@ There is extre strong evidence that at lggbt or@ of the exercise
groups has a different underlying mean HDL cholesterol level from
another.

M There is% evidence that any of the exercise groups have lfferent
underlying mean HDL cholesterol levels

“OQ There is extrqwéy strong evidence tha@ e exermse groups
have different underlying mean HDL chol€sterol levels.

\’é) Thereis s evidence that at least one of the exercise groups has
a different underlying mean HDL cholesterol level from another.
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Question 25 refers to the following additional information.

A medical study was carried out to test the effectiveness of a new sleeping
drug. It was hoped that the drug would be suitable for the New Zealand
market. Ten people who had recently been diagnosed with having a particular
type of sleeping disorder were used as subjects in the study. They were all
given the drug on one night and then, on the next night, they were all given a
placebo. The subjects could not tell beforehand, and nor were they told, which
was the drug and which was the placebo. On each of the two nights, each
subject was measured for the number of hours ofsl 2ep. The results are shown
below. N

Hours of Sleep /||
Patient | Drug Placebo |{Difference 1 .
1 6.1 52 | 0.9 O\\M
2 7.0 7.9 -0.9 \ V
3 8.2 3.9 4.3 dp(k (VN
4 7.6 4.7 2.9
5 6.5 5.3 1.2
6 8.4 4.1 3.0
7 6.9 42 | 2.7
8 6.7 61 |\ 0.6 o\\,\o\\rj{
9 7.4 3.8 v\ 3.6
10 5.8 6.3 \ -0.5
Patient | Difference
Sample Mean ‘ 1.78
Sample Std. Dev. 1.77

To determine the efficacy of the drug, the researcher wanted to see if there
was a difference between the average number of hours of sleep when the drug
is taken and the average number of hours of sleep when the placebo is taken.

25. An appropgzj?ftest to perform is a:

@ Pair test on the differences.

(2) Two saMe t-test if plots of the two samples are not severely non-
Normal.

(3) t-test on the%ences if a plot of the differences dlsplays
non-Normality. =— LD o™ POV AMAVIC $0.0 .»\M

(4) Two s le t-test on the two samples if plots of the two samples
are severe n-Normal.

(5) F—test?(the differences.
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26.

27.

28.

Which one of the following statements is false?
(1)TA statistically significant result is not always practically significant.

(Z)TA non-significant hypothesis test does not mean that the null
hypothesis is true.

(3)‘TLarge positive t-test statistics lead to small P-values for two-tailed
tests.

(4)TA small P-value from a hypothesis test may result from a very large
sample, and the results may be of no practical significance.

A one-tailed t-test should be used when the idea for doing the test
came about as a result of looking at the data. 1

‘H..b«bo\rvf\cf 'w&b °":\J .

Which one of the following statements is false?

(1)¥"In hypothesis testing, statistical significance does not imply

_ practical significance. |

) In a hypothesis test for po differenfe B

=" " small P-value indicates a(yery large diffe

(B)TIn hypothesis testing, a non-significant t
that Ho is true. -

(4)“'In hypothesis testing, large samples can lead to small P-values
without the results having any practical significance.

(5)‘TIn a hypothesis test for no difference between two means, a two-
sided test should be used when the idea of doing the test has been
triggered as a result of looking at the data.

}.
Which one of the following statements is false? §'

(1) T=Tests of hypotheses can only deal with random errors and sampling
variation. They are ineffective when confronted with data that has
systematic bias.

(2)‘TThe larger the P-value, the weaker the evidence against Ho.

(3)TA two-sided test of Ho: parameter = hypothesised value has P-
value greater than 0.05 if the hypothesised value lies within a 95%
confidence interval for the parameter.

@ An extremely small P-value means that the actual effect differs
L N ——

== markedly from that claimed in the null hypothesis.

(5) _ The larger the test statistic, |to|, for a two-sided test, the smaller
the P-value will be.
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29. Which one of the following statements about paired data is false?
For paired data, we analyse the differences.

Pairing is beneficial when the variability within pairs is small
compared with the variability between pairs.

The one sample t-test can be used to analyse the differences in
paired data.

Pairing caniet be used in observational studies.

The carryover effect occurs when the first treatment alters the
effect of the second treatment.

ket of “Yummo” corn chips is a weight of 150g. A

Q stions 30 and 3% refer to the following information.

Prlted on every pf

to 1<4 95, df =
to = -4.95, df =
to = -4.95, df
to 2{4.95,

31. Suppose the customer finds that the p-value for the above test
is not). The best interpretation of this test would be:

With a p-value of 0.09 there |sx evidence agalnst the null
hypothesis.

(2)M|th a p-value of 0.09 there is \«Szj/k/ evidence agai{yt the null
. hypothesis.

"(3) ith a p-value of 0.09 there is w evidence agajAst the null
hypothesis that the weight of Yummo chips is 150g.

\g@ With a p-value of 0.09 there is evidence against the null
hypothesis that the mean weight of Yummao chips is 150g.

X’) With a p-value of; l there is w evidence agamst the null
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Which one of the following statements about an F-test is false?

32
T’ (1) A decrease in the size of the differences between the group means
will result in a decrease in evidence against the hypothesis that the
underlying true group means are the same (given the
variability/spread within each group remains unchanged).
T (2) The larger the value of the F-test statistic, fy, the smaller the P-
value.
T (3) An increase in the size of the differences between the group means
will result in an increase in evidence against the hypothesis that
= the underlying true group means are the same.
? )} An increa  in the spread of the data within each group will result
" in aé ease in evidence against the hypothesis that the
underlying true group means are the same (given the size of the
differences between the group means are the same).
wr (5) The value of the F-test statistic, fy, is the ratio of the between-
mean variation and the within-group variation.

33. Which one of the following statements is false?

T (1) In a t-test for no difference between two means, being able to
demonstrate that the difference was of practical significance
(importance) would aimost always imply statistical significance.

T (2) In hypothesis testing, large samples can lead to small P-values

without the results having any practical significance (importance).

T (3) In hypothesis testing, statistical significance does not imply

practical significance (importance).

E ) In a hypothesis test for no difference between two means, a very
small P-value always indicates a very large difference in the
means.

“{” (5) In hypothesis testing, a non-significant test result does not imply
that the null hypothesis is true.

34. Which one of the following statements about the validity of confidence
intervals of the form sample mean % t standard errors is false?

It is critical that the sample is random. _.s k@* r@ A o msw

It is critical that the distribution being sampled is Normal. fm J ¥

It is critical that the observations come from the same dlstr|butlon

(4) Outliers and clusters of data can invalidate confidence intervals.

(5) Itis critical that observations are independent.

qJ)




Questions 35 to 38 refer to the following information.

As part of a study to compare the physical education programs at two
Canadian schools, running times (in seconds) over a set distance were
recorded for two independent samples of sixth grade students taken from each
school. (Data source courtesy of Chance Encounters).

Boxplots of Glooscap and Coldbroo

{means are Indicated by solid circles)

1+ | :
Glooscap Coldbroo
Group Statistics
Std.  Error
schcode N Mean Std. Deviation Mean
runtime Glooscap | 12 W, 13.3125 ¥y | 99133 & 28617
Coldbrook -
13 ¥ie, 12.2285 f&& .99018 Jb 27463
Independent Samples Test
Levene's Test for
Equality of Variances t-test for Equality of Means
Sig. Mean Std. Error | 95% Confidence Interval
F Sig. t df (2-tailed) | Difference | Difference of the Difference
Lower Upper
runtime Jquakuareress
“gegumed OB RoR i e T 23 D12 408404 39664 @086 50446
Equal variances s é«‘e ?” vl %& ”ﬁ%’
not assumed 2,733 4 22.836 .012 1.08404 | { 3 26322 1.90485
- 39643 %% o
&= 034¢on- /.39 30 (X,~Kr) fo.

35. To test for a difference in the physical education programs” of the tw Vad
schools the null and alternative hypotheses would be:

versus H; : ;- g

versus H, =pr=p3 %0
versus H,:
versus H,

versus H,:
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36. Which one of the following is false?
(1) There are no gross outliers in the data.

(2) The running times for Glooscap are on average, greater than the
running times for Coldbrook.

features than the one sample t-test. \\ 1+~ = \L«'r\& iy B.Y

(4) ) The data taken from Glooscap and Coldbrook show se ely non-
normal features. \

(5) The range of running times for Glooscap is slightly more than the

T (3) Two-sample t-tests are, in general, more robust to non-Normal
T range of running times for Coldbrook.

37. The best interpretation for this test is: ?'M 0N =\l ,‘

(1) With a p-value of M there is P( evidence against the null
hypothesis.

(2) With a p-value of O.Q)é there isx evidence against the null
hypothesis that there is a difference in the mean running times.

(3) With a p-value of 1.2% there is w evidence against the null
hypothesis that there is no difference in the mean running times.

(4)) With a p-value of 0.0{Fthere is str evidence against the null
hypothesis that there is no difference in the mean running times.

(5) With a p-value of 0.0Q/there is WN( evidence against the null
hypothesis that there is no difference in the mean running times

38. The 95% confidence interval for the difference between the true mean

running times is given ip<the SPSS output above. Which one of the
following interpretations @ 254 CX: [ . L‘, | 903
: (1) With a pro%{lity of 0.95, the true difference gf means .- L2 Iie§

between 0.26 and 1.91. ?ﬂ* J
; (2) In repeated sampling the 95% conﬂdence interv WI“

contain the true difference in means in 95% of the samples taken.

@ ~mmmmm)

be somewhere between 0.26 Iy@ and 1.90 s

(4) J With 95% confidence, we estimate that the true me&an runnmg time
T from Glooscap p1 is somewhere between 0.26 and 1.90 larger than

the true mean running time from Coldbrook . I 08
? (5) With 95% confidence the true mean from GI cap Ui is
larger than the true mean from Coldbrook po. (,J g.-.

WO? 3L.
;%' \ ‘,J\\A.‘(‘Ls' ‘40"4%

l
)W 42 :,6""’
L\L \?03 190 s 7 - 64/1 = - BL




Questions 39 and 40 refer to the following information.

Factor V is a protein involved in the forming of blood clots. The higher the level
of factor V, the faster the blood clots. The Auckland Blood Transfusion Service
is interested in the effects of sterilisation of blood plasma because factor V is
known to be unstable and may break down during sterilisation. The table below
gives measured levels of factor V in blood samples from 16 blood donors Both
pre- and post-sterilisation measurements are given for each bl —

Donor Pre- Post-
l\[umber Sterilisation Sterilisation
1 1073 916
2 1064 1030 .
3 967 923 '
\g 4 849 892 .
5 810 628 :
7 6 855 759 . '
\(\ 7 1047 828 .
8 1008 784
9 957 809
10 829 773
11 821 786
12 1257 1106
13 1095 832
14 1098 863
15 932 783
16 1440 869

‘F%tor V and Blood Sterilisation

Sample mean Standard deviation Sample size

W—Or‘“‘

%lfference (Pre- Post);lp_l £157.562 J,\,u.mo e Walites16 )

Summary Statistics

39. Which one of the following statements gives the correct hypotheses for
this test?

(1) Ho: all of the u’'s are equal - :
F-NJ:’ H(l): none of the u’s are equal X dm\ M E M‘A
oot 97(2) g ot p-p2=0
k_‘t‘“ ,MLM: ui—uzio Y
y X
(3) Ho:  diffr = Mdifz = 0 M & dd
my,  Hii Udifft = Mdi2 = 0
Ho:  pairr = 0 \/ # NW
—e? H1:  Haitr = O ’
5) Ho: p=0
‘(’;W* -F01(+ Hg: p=0
foas o Combina e
Lo 4" ol !

g()oaﬁu(




40. The t-test statistic for testing whether there is any evidence of an effect
f sterilisation is given by:

Xar (4 e
se (Xdiff) s€ (XPost + XPre)
(2) ___Xdiff — (5) YPost . )_(Pre

S€ ()_(Post) s€ ()?Pre)

s Zdite =0

41. For an F-test to be valid, which of the assumptions listed below are
required?

I «/ The samples are independent. g
IT ¥ The underlying means (i.e. the population means) are equal.@ .
ITI e underlying level of variability is the same for each of the

groups.
IV~ The sample sizes are equal.
\Y v?he underlying distribution of each group is Normal.

) II, IIand V (4) I,IIandV
( (2)) I, 1Iland V , (5) I, IVandV
(3) II, I and IV

42. Which one of the following statements gives the correct hypotheses for
an F-test?

0  Ho: all of the u's are equal ~
Hi: none of the y's are equal4po 4o
&) Ho: not all of the y's are equal
: all of the y's are equal
: all of the y's are equal
: at !east one of the u's is different
: of the y's are equal
: sope of the 's are eqesl St
A5) Ho:seme of the y's are equal
Hi: not all of the u's are equal
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Questions 43 to 45 refer to the following formation.

A certain drug was claimed to have a side effect of increasing the heart beat
rate. An experiment was performed on ats. The number of heartbeats was
recorded over a fixed time period immediately before and i
each rat received the drug. The data is given below. gw@ & '

43, It would be inappropriate to use a two ind endent smple t—te
test the hypothesis that paster - Ubefore = 0 mainly because the:

Population standard deviations are unknown.
Sample sizes are small.

Data are related.

Samples are independent.
Population means are unknown.

44, The value of the t-test statistic, to test the hypothesis that pdairr = O,

IS.
(1) Yafter _ 5(_tffore (4) )—(a_fter — )_(b_efore
se (X after) 5€ (Xoetore) s€ (Xaer + Xoctore)
0y e e
5€ (Xter — Xoetore) se (Xyr)
( 3) )_(aﬁ:er — )_(before

se (Xafter S(—before)

Paired Samples Test ld; F§ ijdﬁ

Paired Differences
S@ Std. Error | 95% Confidence Interval Sig.
M Devyigh M f the Diff t df 2-tailed
ean e n ean /L :were i er%\;:erw ( pa; % A
Pair 1_¢ after - befg@{ -69.25 3| 14.60 £ 546 ) ! -81. 46 ?; 57.04) |[F-13.42 17 .000
45, The best descnptlon for e palred test on e heartbeats of the rats
wouId be:
) With 95% confidence we estimate that on average the heartbeats
of the rats is 69.25 beats X

(2) With 95% confidence we estimate that on average the heartbeat of WS .
the rats before taking the drug was between 57.04 and 81.46

beats lower than the heartbeat of the rats after taking the drug.

With 95% confidence we estimate that on average the heartbeat of *
7 the rats bgfore taking the drug was between 57.04 and 81.46
beats_higher than the heartbeat of the rats after taking the drug.

With 9°/ conﬁdence we estimate that the difference in the rats
was between 57.04 and 81.46 heartbeats.

(5) With 95% confidence we estimate that on average the heartbeat off
the rats after taking the drug was between 57.04 and 81.46 beats™—
rthan the heartbeat of the rats before taking the drug.

45




Questions 46 and 4% refer to the following information.

It has already been established that increased reproduction decreases
longevity of female fruitflies. Therefore, an experiment was designed to test
whether increased reproduction also reduces longevity for male fruitflies.
Longevity is the life span (i.e. how long they live). Each male fruitfly was
randomly assigned to one of five groups. There were twenty-five male

fruitflies in each group. This is th able GP. TTTm—
The five groups are: e
GP1:  Male forced to live alone
GP2 Male lives with one receptive female, i.e. the female is willing to
mate.
GP3 Male lives with one non-receptive female.
GP4 Male lives with 8 non-receptive females.
GP5 Male lives with 8 receptive females.

One-Way Analysis of Variance (ANOVA) for Longevity

Deg. of Sum of Mean Sum of F-statistic p-value
freedom Squares Squares
Between groups *H 11939.28 2984.82 Rl 0
Within groups * ok 26313.52 219.28 &
Total 38252.80

46. . The degrees of freedom for the test statistic, f, for this F-test are:

4%. The value of the test statistic, fy, for this F-test is:
79.20
654,500
13.61
0.073S5
(5) 0.4537




(5)

Which one of the following statements is

48,

T o
T ©
T o

In a t-test for no difference between two means, bding able to
demonstrate that the difference was of practical {significance
(importance) would almost always imply statistical signjficance.

In hypothesis testing, large samples can lead to sniiall P-values
without the results having any practical significance (importance).

In hypothesis testing, statistical significance does not imply
practical significance (importance).

In a hypothesis test for no difference between two means, a very
" small P-value always indicates a very large difference in the

means. : YOG « 5; .
In hypothesis testing, a nonsignificant tgst result dogg not imply
that the null hypothesis is true.

49. Which one of the following is false?

(1)
T

A P-value calculated for a hypothesis formulated after looking at
the data provides less convincing evidence than if the study had
been designed to investigate the hypothesis.

Formulae for the standard errors of data estimates do not take into
account systematic biases in the experiment or survey.

The fact that multiple comparisons have been made from a single
set of data can be ignored when reporting the results.

If 100 people independently collect data and calculate a 95%
confidence interval for a population mean we expect approximately
95 people to capture the true mean in their interval and 5 to miss
it.

If 100 people independently collect data and test a true hypothesis,
then just by chance, we expect about 5 to obtain results, which
were significant at the 5% level.

™




Questions 50 to 58 refer to the Swim Performance Study information given
below.

In 2001, a University of Auckland Sports Science student collected swim times
from 58 New Zealand development squad swimmers. Swim Time is defined to
be the number of minutes taken to swim 200 metres freestyle. Figure 5 below
shows a dotplot of these swim times. A confidence interval for the population
mean swim time (Uswim) for the New Zealand development squad is given in
Table 7 below.

l | l
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Figure 5: Dotplot of Swim Time (in minutes) for the New Zealand
development squad

Summary Statistics and Confidence Interval

95% Confidence Interval
N Mean Std. Deviation | Std. Error Mean
Lower Upper
Swim Time 58 1.4543 \) 0.0933 0.0123 1.4298 1.4788
JSummary {StiCs and confidence interval for the population mean

Time, Uswim (in mindges) for the New Zealand development squad

M

Vv
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The Sports Science student monitored the swim performance for a subsample
of 15 New Zealand development squad swimmers. Swim performance was
measured by calculating their swim speed in the 200m freestyle as a
percentage of the world record swim speed. For example, a swim performance
of 100% would mean that the swimmer was as fast as the world record.

Swim performance for each of the 15 swimmers was recorded at the beginning
of the study (referred to as Before), and at the end of the study (referred to
as After). The Differences in performance for each swimmer were calculated
as After — Before.

The Sports Science student wished to formally test for no difference between
the mean Before and the mean After swim performance. Results for a two-
sample t-test testing for no difference between swim performances Before and
After the study are shown below in Table 8, while results for a paired sample
t-test on the Differences are shown in Table 9.

[ 2 \

M N Mean Std. Deviation St&\E\rror Mean
g perf mance \\v (’m\ ‘
| swim \‘\Qfg 15" 83.94 %\ 3.53 \\ 0\¥a\1 \
performance  Befors, 15 \\B\NG \j 4.23 ‘ \4\@ "‘&

Independent Samples Test

Levene's Test t-test for Equality of Mea

for Equality of T

.

| Variances 5\\\ \
x"‘u\ N x:
‘ ™ ™ 95% Confidence
: " ™
\

™
\ \ . Intdrval of the
N -

A \ Sig. Mean | Std. Error Difference
\ F Sig. { df | (2-talled) | Difference | Difference Lower\ Upper

— -
/ “~.Equal varianges R A e

S\;g' 0791 .780 | 2.23 28 0.034‘\ 3.18 1.423 0.25 6.1
im \

asstimed \ A\
\\ ‘ \,\
2.23 | 27.56 M 3.18 1.423 0.25 6.1
not assumed

Table 8: SPSS output: confidence interval and two-sample t-test comparing
swim performance After with swim performance Before

\
pe#ormance Equal variaices
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T-Test

Paired Samples Statistics

Mean N Std. Deviation Std. Error Mean
After 83.94 15 3.53 0.91
Pair 1
Before 80.76 15 4,23 1.09
—M &
W
aired Samples Test
/ Paired Differences
Std. 95% Confidence Interval
\ Std. Error of the Difference Sig.
Mean | Deviation | Mean Lower Upper df | (2-tajled
Pair 1  After - Before fl 3.175 3.507 0.905 1.233 5.117 3.51 414 F 0.003 i

Table 9: SPSS output: confidence interval and paired t-tegt” for s
\performance Differences
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The effect of a resting treatment on swim performance for the same subsample
of 15 swimmers was also investigated. The resting treatment involved
suspending the swimmers in a heated bath in the dark for a number of hours.
After recording each swimmer's performance at the beginning of the study
(referred to as Before) each swimmer was randomly allocated into either the
Control group (who received no treatment), or the Rest group (who received
the resting treatment). Each swimmer’s performance was also recorded at the
end of the study (referred to as After). The Differences in each swimmer's
performance were calculated as After — Before.

Two-sample t-test results comparing swim performance Differences for the
Control and Rest groups are shown in Table 10 below.

T-Test
Group Statistics
Treatment N Mean Std. Deviation Std. Error Mean
Swim Control 9 1.76 2.19 0.73
performance  Rest 6 5.29 4,22 1.72

Independent Samples Test

Levene's Test t-test for Equality of Means

for Equality of

Variances
98% Confidence Interval
Sig. Mean | Std. Error of the Difference
F Sig. t df (2-tailed) | Difference Differencg’ Lower Upper

-1 88 13 Qe S

-1.88 0.11 -3.53

e not assumed

manc  Equal variances
12.53{

Table 10: Two sample t-test com[;a'
between treatment groups




Questions 50 to 58 refer to the Swim Performance Study information

given above, on page §3. (i %’2% 8 A:%gg)

50. Which one of the foIIowmg statements is true? (Use Table 7, page t%% )

F (1) There is a 95% chance that a randomly selected development
squad swimmer has a swim time in the interval from 1.43 to 1.48

- Minutes.
} With 95% confidence, Uswin IS somewhere between 1.43 and 1.4
minutes. i e y f

F (3)  Hswim IS estimatekt;(be approximately 1/4543 minutes with a
0

margin of error of 23.
(4) If many random samples of 58 development squad swimmers’
? swim times are taken and a 95% confidence interval calculated
for each sample, then approximately % out of 20 of these
confidence intervals will contain swim- !
ﬁ (5) No valid statement can be made about the population mean swim
time since a different sample would lead to a different mean and

different confidence interval.

et wad of (T = 1.4388-1.4298 = .04)

e el = 08P/ =

51. Suppose a random sample of 232 swim times (instead of 58) had been
used to form a 95% confidence interval for yswim. We would expect this
new interval to have a width approximately:

(1) double the width of the confidence interval formed from the 58
swim times.

(2) the same width as the confidence interval formed from the 58
swim times.

(3) four times the width of the confidence interval formed from the 58

s, SWIM times.

}) half the width of the confidence interval formed from the 58 swim
= Limes.

(5) a quarter of the width of the confidence interval formed from the
58 swim times.

. 0245




52. A confidence interval for the population mean, uswim, is found using the
formula:

)?Swim + t X Se(;(‘Swim)

Which one of the following statements is true?

¥
| SNE)
=
t

A confidence interval for pswim summarises the uncertainty due to
sampling variation.

95% of the time we carry out such a study, the confidgnce interval
for the population mean, pswim, Will contain the true s gle mean,
X swim » it
A sample&f 58 swim times is large enough to allow the sample to

consist offielated observations.
It is critical that the swim times come from a Normal distribution”
The number of swim times in our sample affects the size of the
standard error butdees-Ret.affeets the size of the t-multiplier.

1 itk
kga%ﬂi?’

53. Suppose the Sports Science student realised that the four swim times
greater than 1.6 minutes were all errors. (See Figure 5, pagei%,g.) After
removing these values, the new standard deviation was 0.0754. Suppose
a new confidence interval for the remaining 54 observations was
calculated using the correct t-multiplier of 2.006,

Which one of the following statements is true?

/ The n confidence interval would be centred around a smaller

‘int%r\vali. i S E 5&.(::2}

The new confidence interval would have a snaa/(er mean and be
r than the original confidence interval.

meafdand be narrowggthan the original confidence interval.
The original and new confidence intervals_could not be compared
since they would have two different meanst

original confidence interval because they are ~4"

. 0933 %




Questions 54 and 55 refer to the Swim Performance Study information
given above, on pages 49 and 50.

54,

Assuming the student interpreted the correct t-test, which one of the
following statements is false? (Use Tables 8 and 9 on pages i&»? and 50
to answer this question.)

“T (1) The test is comparing swim performance at the beginning of the

55.

study with swim performance at the end of the study.

The test is significant at the 5% level of significance. ?wv
The t-test statistic is 223> 3 .§)

The test is two-tailed.

The difference in the means is about 3.2.° il E . 3}

Suppose Table 8, page %ﬁ shows the correct analysis for the Before/After
swim performance companson%xN\te _ B

£ e

There is a statistica ugnificant differengce between the sample

average swim performance before and a(tgrcthe study.

(2) A 95%)6nfidence interval states that the population mean swim
performance of the swimmers in our sample drogged somewhere
between 0.25 and 6.1 percentage points during the study.

(3) We can be 95% anident that the population average swim

performance improw somewhere between 0.25 and 6.1

percentage points during the study.

(4) There is very Kong evidence of a difference in population average

ge,, SWImM performance at the beginning and end of the study.

P It is a reasonable bet that the population average swim

¥ performance at the end of the study was between 0.25 and 6.1

percentage points higher than at the beginning of the study.

034 —> wig® 5

% (‘)/ U’j/ (3) H—) odl UL
" ety languosp - A\so

Jong_ howe othiw 130 «




Questions 56 to 58 refer to the Swim Performance Study information
given above, on page 51.

56.

¥

58.

In a two-sample t-test on the Differences for the Control and Rest
treatment groups (Table 10, page 51), which one of the following
statements is true? SO}

(1)

The P-value would be |f the standard errors of the Control

and Rest groups were larger.

There is no evidence that the underlying means of the Control and
Rest groups are different.

The P-value is nof significant at the 5% level, M the results are ¥

(3)
practically sigy ﬂcant
(4) The test is\significant at the 5% level of significance.
(5) The average of the differences was Control group.

Using Table 10, page 51, the standard difference between
the two independent sample means, se( Xcoyro = Xrest )s 1S @pproximately:

(1) 2.43 1.56
(2) 2.45 1.87
(3) 0.99

Which one of the following statements gives the null and alternative
hypotheses for the t-test shown in Table 10, page 517?

(1)

Ho: Ucontrol = JJRest = 0 Hi:
Ho: Lcontrol = HRest 0 Hi: Ucontrol = HRest = 0
Ho : Hcontrol — URest = 0 H1i: Hcontrol = HRest # 0

Ho: Kentrol —%est% 0 Hi: &ontrol - %est =0
Ho :qtontrol - XKest =0 Hi: &.Control - iRest # 0

Hcontrol — HRest& 0

[
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FORMULAE

Confidence intervals and t-tests

Confidenece interval: egtitnate & txse(estimate)

estirmate — hypothesised value

est statistic fg =
astandard error

Applications:

ingle mean p: estimate = T, df =n—1

ifference between two means pq — po: (independent samples)

cstimate = Ty — To; df = min{ny — 1, ny — 1)

The F-test (ANOVA)

o
. . Sﬂ . .
Fotest statistic: fg = % dfi =k —1, dfs =14 — k
Sy

The Chi-square test

(observed — expected)?

© ‘ N . x . ¥
Chi-square test statistic: x5 =

all vells in the inble QXPGCth

R.C;

T

Expected count in cell {4, j)} =

df = (I - 1)(J —1)

Regression

Fitted least-scuares regression line:  § = 53 + Six
V=g + 51

Inference about the intercept, Jo, and the slope, 51: df =n—2
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